
Document Classification with Termolator for
COVID-19 Literature

Muyan Jiang
New York University Abu Dhabi

Abu Dhabi, UAE
mj2259@nyu.edu

Runyao Fan
New York University Abu Dhabi

Abu Dhabi, UAE
rf1888@nyu.edu

Omar Hussein
New York University Abu Dhabi

Abu Dhabi, UAE
oah242@nyu.edu

(NER) and Named Entity Normalization (NEN) to identify
relevant publications [3].

One of the most popular paradigms currently used in the
application of NLP models to classify biomedical data is the
“pretrain-and-finetune” approach [4]. Indeed, researchers have
shown some success in applying this model to COVID-19 data
classification tasks [5]. Specifically, their research indicates that
there are measurable benefits of having a dedicated biomedical
vocabulary base for biomedical document classification [5].

An additional approach to document classification has been
the application of aspect-based document similarity measures.
This has enabled researchers to perform pairwise document
classification to identify aspects in which papers are more
similar in order to achieve more fine-grained classification [6].

The literature indicates that BioBERT works best as a
classifier for COVID literature from the LitCovid database we
utilize (achieving an F1 score of 86.1), followed by pre-trained
language models and traditional machine learning algorithms
in descending order of effectiveness [5].

III. DATASET

A. LitCovid

LitCovid is a dataset with more than 170,000 COVID-19
related papers collected and manually classified according
to the following labels: “General”, “Transmission Dynam-
ics (Transmission)”, “Treatment”, “Case Report”, “Epidemic
Forecasting (Forecasting)”, “Prevention”, “Mechanism”, and
“Diagnosis”. From [1], we obtain a dataset with 52,419 entries
for the training file, 8,226 entries for testing, and 6,582 entries
for validation. Each entry contains the information of one
paper including ID, journal name, title of the paper, abstract,
keywords, label, publication type, authors, date, doi, label type,
etc. This information, specifically title, abstract, and keywords,
is used later for feature creation in our model.

B. NCBI Disease Corpus

We utilize the NCBI Disease Corpus when generating
terminology dictionaries for each of our classification categories.
From [7], we collect the NCBI Disease Corpus. It is a fully
annotated biomedical research resource which contains 793
PubMed abstracts.

Abstract—The COVID-19 pandemic has led to a multiplicity 
of research publications related to various aspects of coronavirus. 
Research topics range from COVID-19 transmission mechanisms 
to the public health response of various countries, and the 
publications need to be categorized for easier and more efficient 
access to resources. This paper explores various machine learning-
based document classification t echniques t o c ategorize COVID-
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with machine learning models to study the dictionary’s impact on 
the effectiveness of various classification t echniques. W e report 
a slight boost to F1 scores as a result of our modifications.
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I. INTRODUCTION

The COVID-19 pandemic has had wide-ranging impacts 
on our world. Researchers around the globe have devoted 
themselves to investigating different academic areas related to 
the pandemic, ranging from clinical practice to epidemiological 
analysis. Many publications have been made available for peo-
ple to collaborate together and tackle the virus. LitCovid[1][2], 
a curated literature hub for tracking up-to-date scientific 
information about the coronavirus, indicates that more than 
170,000 papers have been published by the time we write this 
paper.

Nowadays, with the abundance of available publications on 
COVID-19, it is particularly important for researchers to find 
and gauge relevant literature as easily and efficiently as possible. 
Therefore, we seek to develop a suitable document classification 
system focusing on COVID-19 literature. Specifically, we 
investigate whether having a terminology dictionary improves 
the efficacy o f t raditional m achine l earning a pproaches to 
document classification.

II. LITERATURE REVIEW

There has been significant w ork d one t o a pply different 
document classification t echniques t o b iomedical d ata t o help 
researchers identify relevant information to a high degree 
of accuracy. With the high rate at which COVID-19 related 
literature is published, medical scientists cannot keep up with 
new publications and have to use Named Entity Recognition
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IV. METHOD

A. Data Pre-processing

The LitCovid dataset is available as CSV files with fields
including pmid, journal, title, abstract, keywords, label, pub-
lication type, authors, date1, doi, and date2. The label field
corresponds to each entry’s category (e.g. “General”, “Forecast-
ing”, etc). As we want to predict each document’s category, we
design our model to predict the label field for each paper. After
inspection of the other fields, we identify the title, abstract,
and keyword as three fields that provide useful features for the
model training.

In the initial processing steps, we convert the strings in the
selected three fields into tokens and remove less relevant tokens
such as those containing less than three characters and words
found in our stop-word dictionary. We use lemmatization and
stemming to convert the tokens into their base forms.

To convert the tokens into input for various machine learning
models, we use TF-IDF as the feature extraction method.

For our training set, each entry’s category labels are
one-hot encoded into a vector representation. In the vector
representation, categories associated with a particular entry
are labeled as 1, and categories that are not represented are
labeled as 0. For example, if a particular entry is classified
under “General” and “Transmission”, both of these labels have
a value of 1 and all other category labels have a value of 0.

B. Initial Training With Traditional Machine Learning Algo-
rithms

Our aim is to carry out a multi-label text classification task.
There are two general approaches to multi-label classification
tasks, namely algorithm adaptation and problem transformation.
For our algorithm adaptation approach, we look at classification
models that can directly return multi-class labels for inputs. The
Scikit-learn (sklearn) library provides such classifiers, including
k-nearest neighbors algorithm, decision trees, and random forest.
We use these three classifiers with our input data and achieve
varying degrees of success.

For our problem transformation approach, we look at several
binary classifiers to label our dataset by combining the binary
classification outputs they produce. Essentially, we look at
classifiers that predict each category individually and combine
the outputs of those binary algorithms to represent a multi-
label classification for each entry. Using models offered by the
sklearn library, we experiment with bagging, gradient boosting,
naı̈ve Bayes, label power set, linear SVC, binary relevance and
One-vs-Rest classifiers.

We experiment with these various traditional machine
learning models to determine which model produces the most
accurate result before any modification. We adopt the best-
performing model for further modification to see if we can
improve its results through the addition of a terminology
dictionary.

C. Terminology Extraction

Given the academic characteristic of our dataset, we expect
there to be many biomedical jargons and terminologies. As

some studies suggest that having a dedicated biomedical
dictionary can assist with classification tasks for biomedical
datasets [5], we build a tailored dictionary containing COVID-
19 related terminologies and apply it to the model in order to
modify and improve the classification algorithm.

For terminology extraction, we utilize an open-source tool
for finding terminology in text called Termolator developed
by Adam Meyers, Yifan He, Zachary Glass, and Shasha Liao
[8]. The tool takes in two sets of documents. One set of
documents acts as the foreground and the other acts as the
background. Termolator extracts terminology that characterizes
the foreground more than the background. As COVID-19
literature is a sub-field within the broader field of biomedical
research data, Termolator, which relies on a subset-superset
relationship between the foreground documents and background
documents, would work well.

For our background documents, we use 500 PubMed paper
abstracts from the NCBI Disease Corpus. The NCBI Disease
Corpus acts as a superset of the foreground documents from
the LitCovid dataset because the topic of the NCBI corpus
is oriented more broadly towards medical papers while the
foreground dataset focuses solely on COVID-19 data.

We use the LitCovid dataset as the source of our foreground
documents and we construct a total of nine terminology
dictionaries, each containing 10,000 words. Each dictionary
corresponds to one of the nine categories we use to label our
data. Thus, each dictionary contains terminology that charac-
terizes certain academic features of the corresponding category.
For example, for the “Diagnosis” category’s dictionary, we
collect words such as “follow-up CT”, “prognostic nutritional
index”, and “thromboelastography” that are more closely
related to diagnostic techniques. As another example, from
“Epidemic Forecasting” report dictionary, we collect words
like “fractional-order model”, “disease-free equilibrium”, and
“controlled reproduction numbers”, which are more relevant
to model prediction and theoretical forecasting. We provide
a sample terminology dictionary for the diagnosis category
below.

Fig. 1. Diagnosis terminology dictionary.

We use the same background documents from the NCBI Dis-
ease Corpus in combination with our nine different foreground
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document sets to generate the nine terminology dictionaries.
It is important to note that the number of documents in

each category from the training set is not uniform, making
our training set unbalanced. For this reason, instead of a
random sample, we choose to use all documents from each
category in the LitCovid dataset to act as the foreground for
the corresponding terminology dictionary. The following table
displays the distribution of the documents in the training set
by category. “NaN” means there are no labels assigned to
the document at all. Note that since one document can have
multiple labels, the total here exceeds the total number of
documents.

Fig. 2. Documents distribution with respect to categories.

D. NLP Modification/Correction with Terminology Dictionaries
in SVC

After determining the best performing traditional machine
learning classification model (i.e. SVC Square Hinge Loss),
we use the above-mentioned nine terminology dictionaries to
implement our novel modification.

Given a new input (i.e. a title and an abstract from the test
set), we look at all nine dictionaries and generate a TF-IDF
based similarity vector that indicates the relevance of the input
to the dictionaries. We standardize the vectors and incorporate
the results into the SVC classification process as follows.

We access the decision function of the SVC, which is
a vector of nine entries that indicates the distance of the
input to be classified to the decision boundaries (nine One-vs-
Rest hyperplanes in the context of multi-class classification)
and add the standardized similarity function by a factor of
α. Namely, the corrected decision vector becomes “original
decision vector + α * standardized similarity vector”. This α is
a hyperparameter to be tuned and it helps us avoid influencing
the initial decision function too much. We also experiment
with tanh(similarity vector) to squeeze the entries of the vector
between -1 and 1. The effect of this is discussed later.

As a result, when an input is very close to the decision
boundary but situates incorrectly on the other side, we correct
it by adding this standardized similarity vector. In theory, if
one document is very “close” to, say, dictionary A, then the
similarity at the corresponding bit in the standardized similarity
vector is supposed to be very positive. If this document is very
“far” from dictionary B, then the corresponding bit is supposed
to be very negative. These numerical representations have
corrective effects on the decision function and thus enhance
the performance of the new model.

The overall process is illustrated by the flow chart in Figure
3 below.

V. RESULT AND EVALUATION

A. Model Evaluation
In a multi-label/multi-class classification setting, micro-

averaging and macro-averaging are typically used as the

Fig. 3. Diagram of modified algorithm.

performance evaluation metrics. A macro-average will compute
the metric independently for each class and then take the
average. Hence, it treats all classes equally. However, a micro-
average will aggregate the contributions of all classes to
compute the average metric. In our scenario, we mainly focus
on micro-averaging due to the unbalanced number of documents
in each class (e.g. “Treatment” class has over 10,000 documents
while “Epidemic Forecasting” only consists of approximately
700 documents).

Additionally, we use another indication flag – Hamming loss.
In multi-class classification, Hamming loss corresponds to the
Hamming distance between the ground truth and the predicted
values. Namely, it is the fraction of labels that are incorrectly
predicted (i.e. the fraction of wrong labels to the total number
of labels).

B. Model Comparison and Results

From our initial evaluation of unmodified traditional machine
learning algorithms, we see that SVC Square Hinge Loss and
Power Set SVC models give good overall results compared
to the other models. Looking at the Micro F1 score, we see
that all models except the k-nearest neighbors classifier give a
score higher than 0.6. Nevertheless, similar to the test results
we obtain through preliminary training using only the titles
as features, the best-performing models when we consider the
comprehensive scoring are SVC Square Hinge Loss and Power
Set SVC. Models like random forest and naı̈ve Bayes give
relatively poor performance and this could be linked to the
high correlation between the labels.

Fig. 4. Results of different models.

We identify SVC Square Hinge Loss as the best-performing
traditional machine learning algorithm so we apply our termi-
nology dictionary-based modification on the SVC Square Hinge
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Loss model. In generating the modified vector, the parameters
related to the correction process include the relative weight of
the SVC model’s prediction, our dictionary similarity vector,
the method we use to scale the dictionary similarity vector, as
well as whether to ignore the value of the NaN entry in the
dictionary similarity vector. By changing these parameters, we
obtain performance scores for a variety of parameter settings.

Fig. 5. Results of different parameter combinations.

To determine an appropriate value of α, which determines
the relative weight between the model-generated decisions and
the dictionary similarity vector, we use multiple values of α on
a test set of size 500 and obtain varying performances. Some
values of α, such as 0.5 and 1, obtain significantly worse
performance and are omitted in the graph. We observe that
performance of models with α = 0.2 is comparable to that of
models with other α values in all individual metrics and is
slightly better in Micro F1 score. As such, we set α as 0.2.

We run the model on the entire test set with varying scaling
methods as well as ways to handle the NaN category in the
dictionary similarity vector. The default scaling provided by
preprocessing.scale() function may generate values larger than
1 or smaller than -1 so we experiment using the tanh function
to transform the scaled vectors such that all values are kept
between -1 and 1. Moreover, we experiment with ignoring
the NaN category in the dictionary similarity vector because
preliminary observations show that the value of NaN is often
disproportionately large in the generated dictionary similarity
vectors.

We observe that the models with terminology dictionary
correction obtain better Micro F1 scores on the entire test
set compared to the original model. With regard to the NaN
entries, models that ignore them perform better in accuracy,
Hamming loss, and precision, but worse in recall and F1 score.
Similarly, the models using tanh function perform better in
some measurements but have slightly worse performance in
terms of F1 scores.

A model may have better performance in certain aspects
but worse performance in others when compared to another
model because the measurements consider different things.
For example, precision and recall need an output vector to be
the same as the actual vector to be counted as right, while
the Hamming loss looks at how similar output vectors are
to actual vectors by comparing bit by bit. Micro F1 score is
relatively more important in our evaluation process and by this
measurement, our new model that incorporates terminology
dictionary correction performs better than the original SVC
Square Hinge Loss model.

To further study the performance of our current model
and explore possibilities for future improvement, we generate

confusion matrices for each of the nine labels. Each confusion
matrix shows the performance of our model with respect to
a particular label. For example, the confusion matrix of label
“Prevention” shows the number of true positive, false positive,
true negative, and false negative cases generated by our model
with respect to the “Prevention” category.

We notice that while most negatives can be correctly
classified as negatives, the model performs less ideally when
predicting positives. For example, 25 out of 36 documents with
the label “General Info” are predicted as not having the label
“General Info”. This could be because documents classified as
“General Info” do not have many characteristic features and
vocabulary, and the solutions to these classification errors can
be a direction for our future improvement.

Furthermore, as noted previously, our training set is heavily
unbalanced. Thus, categories with larger datasets (e.g. “Pre-
vention”) perform much better than categories with smaller
datasets (e.g. “General Info”).

Fig. 6. Confusion matrices of nine labels (top left: true negative; top right:
false positive; bottom left: false negative; bottom right: true positive).

In terms of comparing our results to the state-of-the-art, we
achieve an F1 score of 80.32 compared with BioBERT’s 86.2
[5]. Considering the significant sophistication of BioBERT,
especially compared to our much simpler model, our model
provides reasonable results.

VI. FUTURE WORK

There are certain limitations and potential extensions of our
model. When utilizing the terminology dictionaries, we have
not explored their full capacity. For example, Termolator is
capable of ranking the characteristics of terminology which
means the words that appear earlier in the dictionary are more
representative of the corresponding category. This information
can be used to assign weighted relevance to terminology so for
different documents that are compared against the dictionary,
we could generate more targeted and reliable similarity vectors.
In our current approach, we simply use the dictionaries as a
whole set and generate TF-IDF based similarity vectors.

Another potential extension with terminology dictionaries
would be a different way of incorporating the similarity vector.
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For now, we only experiment with two ways: weighted and
scaled addition of the similarity vector. There might be a better
strategy to experiment with correction methods.

VII. CONCLUSION

From the result of different models, it is clear to see that
we have improved the SVC Square Hinge Loss model by
generating terminology dictionaries and combining the system
predictions with the dictionary similarity vectors we generate
for each data point in the test set. Considering the Micro
F1 score, which reflects the performance of a multi-label
classification task, we boost the F1 score to 0.8032 which
is an improvement from the already sophisticated classification
model.
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